
Classification between Norm and Pathology 
Based on Spectral Features of Network Brain 

Structures

Классификация нормы и патологии на 
основе спектральных признаков сетевых 

структур мозга

Высшая школа экономики, Москва, 2016
www.hse.ru 

Юлия Додонова



  

  Classification Based on Neuroimaging Data

- Classify normal and pathological brain structures

    (Alzheimer's disease, Parkinson disease,  Autism Spectral Disorders, etc.)  

- Predict treatment outcome

  (Huntington disease,  stroke, etc.)  

Why is it important?

How to tackle it?

- voxel-based

- volume-based

- region-based

- network-based



  

  Connectomes: Brain Networks

The term “Connectome” introduced by O.Sporns and P.Hagmann in 2005

MRI

Tractography – 
edges

Zone parcellation 
- vertices

Adjacency 
matrixdMRI



  

    Connectomes: general

- Small graphs (~100 vertices)

- Undirected (symmetric adjacency matrices)

- Connected

     

- Each vertice is uniquely labeled

- A set of labels is the same across networks

- Vertices have 3D coordinates 

- Sparse (~10% density)

- Weighted edges (weights are proportional to the 

number of streamlines between the brain regions)  



  

    Connectomes: previous classification studies

How to represent objects to be classified?

               - “Bag-of-edges” (huge dimensionality)

               -  Vectors of local metrics (better, but still a lot)

               -  Vectors of global metrics (too global?)  

                      Graph clustering coefficient, graph characteristic path length, 

                      small-worldness, modularity, etc.

What are the sample sizes?
 

~ 50 objects is a typical sample, 

~ 100 objects is a large sample 

e.g., see a review by Wolfers et al. (2015)



  

  Connectomes: Graph spectra

Spectra of the adjacency matrices

Spectra of the Laplacian matrices

Spectra of the normalized 
Laplacians

Figures from De Lange et al., 

2014, distributions of the 

spectra of the normalized 

Laplacians of brain networks 

The spectra of each of these matrices
 can be useful in their own way as they
capture different graph properties.



  

  Our Study

Develop methods for classification between normal and 

pathological brain structures based on brain networks

Evaluate how these methods work for two classification 

tasks:

(1) autism spectrum disorder versus typical development

(2) carriers versus non-carriers of the APOE-4 allele  

associated with an increased risk of Alzheimer's disease



  

  Our Study: Data

UCLA Autism dataset

- 94 subjects

- 51 ASD subjects (age 13 ± 2.8 years),  

  43 TD subjects (age 13.1 ± 2.4 years)

-  264x264 matrices

UCLA APOE-4 dataset

- 55 subjects

- 25 APOE-4 carriers (age 60.8 ± 9.7 years),  

   30 APOE-4 non-carriers (age 63.8 ± 8.3 years)

-  110x110 matrices



  

  Data: Baselines

UCLA Autism dataset

- No machine learning baseline provided by the authors  

  of the dataset 

- ROC AUC 0.77 obtained in our previous study

UCLA APOE-4 dataset

- No machine learning baseline

In this study, we use the simplest features: vectorized 

adjacency matrices (“bag of edges”) and the vectors of 

weighted degrees for the baseline qualification quality 



  

  Our Study: Preprocessing
Original weights

- weights proportional to the number of streamlines 

  (~fiber tracts) between brain regions 

- each matrix scaled by the sum of its edge weights 

  to enhance between-subject comparison:

Binary weights

- all non-zero weights set to 1: 

Weights divided by the squared distances between regions

- used Euclidean distances between regions:

- computed distances from 3D coordinates of zone centers

- each matrix scaled by the sum of its weights afterwards



  

Classification on the vectors of eigenvalues-1

- Linear classifiers

    - logistic regression and linear SVM
    - with preliminary minmax scaling
    - elastic net regularization
    - grid search on the two regularization parameters  

- Boosted decision trees

   - no preliminary scaling
    - grid search on the optimal depth of the tree, sub-sample ratio of the 
     features and objects, and regularization coefficients  

Features:

- sorted eigenvalues of the graph-related matrices:
  adjacency, Laplacian and normalized Laplacian 

Classifiers (binary classification):

- “bag of edges” and degree vectors for baselines 



  

Classification on the vectors of eigenvalues - 2

Best classification results: ROC AUC values over 100 different 10-fold splits 

(mean ± standard deviation). 

Within each cell top row: linear models (logistic regression and linear SVM); 

bottom row: boosted decision trees

Baselines vs. Vectors of eigenvalues 



  

  Distributions of eigenvalues
Left column: UCLA Autism (ASD) 

and UCLA APOE-4 (apoe4)

Right column: random (ER) and 

preferential attachment (BA) 

models



  

  Information divergence based kernels

The Kullback-Leibler kernel:

The Jensen-Shannon kernel:



  

  SVM with information divergence based kernels

- need explicit density reconstruction: frequencies

- feed SVM with the precomputed KL and JS kernels

- three parameters: 

  (1) number of bins to reconstruct frequencies, 
  (2) coefficient of the kernel, 
  (3) penalty parameter of the SVM classifier



  

  Information divergence kernels: parameters

UCLA Autism dataset

UCLA APOE-4 dataset



  

  Earth mover's distance based kernel

An idea behind this metric:

If each distribution is represented by some amount of 

dirt, EMD is the minimum cost required to move the dirt 

of one distribution to produce the other. The cost is the 

amount of dirt moved times the distance by which it is 

moved (we only consider the Euclidean ground distance).

EMD-based kernel:



  

  Earth mover's distance kernel: results



  

  Earth mover's distance kernel: parameters

UCLA APOE-4 dataset, models on the spectra of the adjacency 

matrices, weighting by the squared distances



  

Nizhny Novgorod, May 26

Future work

Other possible approaches to density reconstruction 
for information divergrence kernels

Other approaches to transforming a matrix of pair-wise
distances to a positive semi-definite kernel

Sensitivity of the proposed pipelines to the brain 
parcellation scheme used to define nodes

Verification of the proposed pipelines on the 
larger datasets with different classification tasks 

- we currently work with the much richer datasets on 
the Parkinson disease and Alzheimer’s disease



  

Thank you



  

  Information divergence kernels: results

UCLA Autism dataset

UCLA APOE-4 dataset
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