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• ~2500 participants

• 2876 articles submitted (23.7% acceptance rate)

• 3 days + 2 days of workshops

• e.t.c.

What is EMNLP 2019 is



What I am going to outline

• Low-resource approaches

• Dialog systems

• Multilinguality

• Few-shot and zero-shot learning

• Language models



What I have no time to speak about

• Machine translation

• Summarization



Prototypical network overview



Out-of-Domain Detection for Low-Resource 
Text Classification Tasks 



Metric Learning for Dynamic Text Classification



Domain Adaptation with BERT-based 
Domain Classification and Data Selection



Evaluating Lottery Tickets Under Distributional 
Shifts



Are We Modeling the Task or the Annotator? 
An Investigation of Annotator Bias in Natural 
Language Understanding Datasets



To Annotate or Not? Predicting Performance 
Drop under Domain Shift

https://github.com/hadyelsahar/domain-shift-prediction

https://github.com/hadyelsahar/domain-shift-prediction


Universal Adversarial Triggers for Attacking 
and Analyzing NLP



Build it Break it Fix it for Dialogue Safety: 
Robustness from Adversarial Human Attack



Beto, Bentz, Becas: The Surprising 
Cross-Lingual Effectiveness of BERT



BERT is Not an Interlingua and the Bias of 
Tokenization



Adaptively Sparse Transformers



Fine-tune BERT with Sparse Self-Attention 
Mechanism 



Small and Practical BERT Models for 
Sequence Labeling



Revealing the Dark Secrets of BERT



Pretrained Language Models for Sequential 
Sentence Classification



Sentence-BERT: Sentence Embeddings
using Siamese BERT-Networks

https://github.com/UKPLab/ sentence-transformers 



Show Your Work: Improved Reporting of 
Experimental Results

https://github.com/allenai/ show-your-work



Thank you for you attention!


