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Outline

Knowledge Graphs
Knowledge Graph Embeddings (KGE) : ML + Logic

Question Answering over KGs (KGQA)

Conversational Al
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\

~ Fraunhofer

Dresden IAIS

Background

We build conversational Al platforms

2=

—~ Powered by knowledge graphs

i B i i . Obtained by integrating heterogeneous data

Text Media  (semi/un)- RDB RDF
structured data
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Knowledge Graph
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Knowledge Graph - Entities

)




Knowledge Graph - Relations
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Knowledge Graph (real excerpt)

dynasty, noble family film b - ‘}; human
Rurik dynasty Red Heat EasL AR . Arnold Schwarzenegger

f

family narrative location ilming location

human SR big city, capital,...

Yuri Dolgorukiy founded by Moscow

rapid transit

significant event———» ;,', Moscow Metro

/

located in the administrative territorial entity

located in tlocationpistrajheadquarters location

educational institution, open-access publisher, university

National Research University — Hi...

: ‘ human . founded by__
Yevgeny Yasin employer—s»
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https://wikidata.metaphacts.com/

Available Knowledge Graphs

Open-domain: Wikidata, DBpedia
UM Biomed: Drugbank, SNOMED-CT, Bio2RDF
Industry 4.0: RAMI
Ontologies

Finance: FIBO, FRO, XBRL, FinReg
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Available Knowledge Graphs

Open-domain: Wikidata, DBpedia
UM Biomed: Drugbank, SNOMED-CT, Bio2RDF
Industry 4.0: RAMI
Ontologies

Finance: FIBO, FRO, XBRL, FinReg

Enterprise Knowledge Graphs

1
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Building Knowledge Graphs

Knowledge Graph

Semantic Data Integration

Structured Sources

@ @ L
6 RDF Storage

12
Moscow NLP Seminar 16.11.2019


https://www.draw.io/?page-id=M6FITesjWa7pPIvpxZNn&scale=auto#G10TTO8_JOKOks-Vskqnh_T0oBChbeOHV3

Building Knowledge Graphs

Knowledge Graph
Semantic Data Integration Information Retrieval & NLP

Knowledge Graph

GraphDBs
RDF Storage —

B =6 O
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Knowledge Graphs as Tensors
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Knowledge Graphs as Tensors
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Knowledge Graphs as Tensors
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Knowledge Graphs as Tensors
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Tensor Knowledge Graph Embeddings

Factorization

Goal: encode nodes so that similarity in the embedding
space (e.g., dot product) approximates similarity in the

Translation original network

Convolution

original network embedding space

Moscow NLP Seminar 16.11.2019



Tensor KGE - RESCAL

Factorization

Goal - factorize a sparse 3D tensor to dense E and R

7-th entity
5 h 'L-th
enztig/1 ol | ontity o
T
k-th ~
relation
(og
k-th
\ / relation

Yy
19
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Tensor KGE - Expressivity & Rules

Factorization

TF can be enriched with logical rules and can learn rules

Link Prediction on WN18

B SimplEw/Rules [ SimplE w/o Rules

e Symmetric 075
e |nverse

e Anti-symmetric :
e (Composition 025

0

MRR H@1 H@3 H@10

20
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Tensor KGE - Expressivity & Rules

Factorization

TF can be enriched with logical rules and can learn rules

Model Score Function Symmetry | Antisymmetry | Inversion | Composition
SE - “Wr,lh - Wr,Zt” X X X x
TransE —|lh+r—t X v v v
TransX | — ||gr,1(h) +r — gr2(t) v v X X
DistMult (h,r,t) v X X X
ComplEx Re((h,r,t)) v v v X
RotatE —|[hor—t v v v v

Table 2: The pattern modeling and inference abilities of several models.

21
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KGE - TuckER

Goal - factorize a sparse 3D tensor to dense core W,
entities E and relations R

Tensor

Factorization

¢(€3,7", 60) — W X]_ € X2 W, X3 €o

Balazevic et al. TuckER: Tensor Factorization for Knowledge Graph Completion. EMNLP 2019

iR
i i
1 i 2
] 1 2
1 1 1 112
i 1 = 1] 1
! p¥ = 3 3 d
1 i 1k ’ 1% )
1 0 12
]. _1 % 2 d'r w’l'
(a) DistMult (b) ComplEx (c) SimplE de
e, 22
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KGE - TransE

Translate entities and relations into one embedding space
h +1r ~t Moscow + capitalOf ~ Russia

Translation
A
R t
r h \
\ \
h t \\ ,,—’\\””/7
/’\ \\ //
// \ //'.tJ/_/
// \0’ - d'r //
/// hJ_ o /

> BEL el -

(a) TransE (b) TransH

23
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Translation

KGE - TransE

LOTS of
models

Cai et al. A Comprehensive Survey of Graph Embedding:
Problems, Techniques and Applications. IEEE TKDE 2017

TABLE 9

Knowledge graph embedding using margin-based ranking loss.

GE Algorithm Energy Function f, (h, t)

TransE [91] |h+ 7 —t|i1

TKRL [53] ”Mrhh+7'— Mrtt”

TransR [15] |h M, + r — tM,||

CTransR [15] |RM, + 7c — tM,||3 + allre — 7|3
TransH [14] I(h — wy hwy) + dr — (t — ) tw,)|3
SePLi [39] 1| Wiein + b; — eit |

TransD [125]

”M'rhh +r— Mrtt”g

TranSparse [126]

M} (02)h + r — MZ(OD)ENF, /o

m-TransH [127]

I3, e mcrp) 37 (P)Pn, (8(0)) + eI, ¢t € NAED)

DKRL [128]

lha + 7 —tall + lha +7 — ts[l + llhs + 7 — tall

ManifoldE [129]

Sphere: [|o(h) + ¢(r) — @(t)|®
Hyperplane: (¢(h) + ¢(Theaa))” (@ (t) + @(Ttair))
 is the mapping function to Hilbert space

TransA [130] |h +r —t]|
puTransE [43] |h +r —t]|
KGE-LDA [60] |h+7 =t
SE [90] ”Ruh —_ Rut“ll

SME [92] linear
SME [92] bilinear

(Wul"' + Wuah + bu)T(Wvl"' + Wyat + bv)
(Wulr + Wuah + bu)T(Wvlr + Wayat + bv)

SSP [59]

T _ ht
—>\||6 - S es“g + ||C“§, S(Sh,St) - ”ssh_i_ss:”%

NTN [131]

ul tanh(hTW,t + W,ph + Wit + b,.)

HOLE [132]

7T (h % t), where * is circular correlation

MTransE [133]

b+ 7 —tlu




: .
KG E - Log i c E N N min (h%;es oy, ,log(1+exp(—yh , fr1) + )\; %

subject to |h||=1and ||| =1.
Rule Definition Formulation based Formulation based on NN Equivalent regularization form
Vh,t,s €& :... on score function (Denoted as R; in Equation (2) )
Equivalence  (h,71,t) < (h,r2,t) hi = fri +&nt Oy (B —B2) = &nye max(||8™ — B"2|; — &gq, 0)
Symmetric (b, 7, t) & (t,7,h) fhe=Ffin +&ne (®nt — Be,p) B = Eny max(|(®n,: — Be,n)"B7| — Esy, 0)
Tra nslation Asymmetric (h, r, t) = _|(t, T, h) f;l:,t = ftv;h + Mh,t (Qh,t - @t,h)Tﬁr =M NC
Negation (ha 7'1,15) < ﬁ(hﬂ 7‘2,13) ;,lt =M- f;;?t + ¢£,t(ﬁrl +,3r2) = M+£h,t NC
Enyt
Implication ~ (h,71,t) = (h,72,t) ni < Tni of (B —B) <0 max (3, (87" — B;*) + &m, 0)
Inverse (h,71,t) = (t,72,h) Vel &7 .8 — 8,82 <0 max(®} 8™ — 7,8 + &n,0)
Reflexivity  (h,r,h) fon=M=Enn Qihﬂr =M—¢nn NC
Irreflexive =(h,7,h) f}:,h =&hn ‘I’;{hﬁr =&hn NC
Transitivity  (h,7,t) A (t,7,8) = o(ff,) > o(fr,) X 0(PrtB") X 0(P4,s08") — max(o(Py,:B") X o(P4,s0") —
(h,7,s) a(ffs) a(@{’sﬁr) <0 a(@{,s,@’) + 1, 0)
Composition (h,71,t) A (t,72,8) =  o(f) = o(fp%) X 0(PpsB™) X 0(P4,s0™) — max(o(PreB™) x 0(P1,s8™) —
(b,73,8) o(f72) o(®F ,B) <0 o (@] ,8"2) + £co, 0)

Table 1: Formulation and representation of rules (NC: Not considered for implementation).

25
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KGE - RotatE ! “

A : b
F
|h+r-t]|

h h+r t HE
Translation et ¢ !
(a) TransE models r as (b) RotatE models r as ro- frcl)o clit(l)itr?tE; arr;;)étarrir::pizlzf
Idea: translation in real line. tation in complex plane. tions r vgithyr,- = —]

Entities are vectors

. Figure 1: Illustrations of TransE and RotatE with only 1 dimension of embedding.
in complex space

, , Score function: dr(h,t) = ||hor -t |T| =1
Relations: rotations ( ’ ) H || v
n
i Lo 1
In complex space Loss & Optimization: L=—logo(y—d.(h,t)) =) 7 log o (d,(hi, ;) — ),
=1

26

Sun et al. RotatE: Knowledge Graph Embedding By Relational Rotation In Complex Space. ICLR 2019 Moscow NLP Seminar 16.11.2019



KGE - Hyperbolic

Goal: embed hierarchical structures into an n-dimensional Poincaré ball.

Translation \_»

e
, i
M-
T T N
/ v A
enza
(a) Geodesics of the Poincaré disk (b) Embedding of a tree in B* (c) Growth of Poincaré distance

Figure 1: (a) Due to the negative curvature of B, the distance of points increases exponentially (relative to their
Euclidean distance) the closer they are to the boundary. (c) Growth of the Poincaré distance d(u, v) relative to
~ the Euclidean distance and the norm of v (for fixed ||u| = 0.9). (b) Embedding of a regular tree in B2 such that
all connected nodes are spaced equally far apart (i.e., all black line segments have identical hyperbolic length).

27

Nickel et al. Poincaré Embeddings for Learning Hierarchical Representations. NIPS 2017 Moscow NLP Seminar 16.11.2019



KGE - Hyperbolic - MuRP

Goal: embed hierarchical structures into an n-dimensional Poincaré ball.

Translation '~ el

Lo saesesse=u===T £
N 4 p
L 06 '-','
2 0q 13
ool = e (a) Poincaré disk geodesics. (b) Model decision boundary. (c) Spheres of influence.
—— MuRP
0016 a0 30 400 Figure 1: (a) Geodesics in the Poincaré disk, indicating the shortest paths between pairs of points. (b)

Epoch

The model predicts the triple (es, r, €, ) as true and (e, 7, €]) as false. (c) Each entity embedding has
(b) MRR covergence rate per epoch. g sphere of influence, whose radius is determined by the entity-specific bias.

28
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KGE - Hyperbolic - MuRP

Goal: embed hierarchical structures into an n-dimensional Poincaré ball.

WN18RR FB15k-237
Translation MRR Hits@10 Hits@3 Hits@1 MRR Hits@10 Hits@3 Hits@1
TransE [6] 226 501 = - 294 465 ~ =2
DistMult [37] 430 490 .440 .390 241 419 263 155
ComplEx [34] .440 510 .460 410 .247 428 275 158
Neural LP [38] — . — — .250 408 — =
MINERVA [9] — - — — — 456 — —
ConvE [11] 430 520 .440 400 325 501 .356 237
M-Walk [29] 437 = 445 414 = = - =
TuckER [2] 470 .526 482 .443 .358 .544 .394 .266
RotatE [30] e - — — 297 480 .328 205
MuRE d = 40 459 .528 474 429 315 493 .346 227
MuRE d =200 .475 554 487 436 .336 521 370 .245
MuRP d = 40 477 .555 .489 438 324 .506 .356 235
MuRPd =200 .481 .566 .495 .440 .335 518 .367 243

29
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KGE - ConvE

Goal: CNNs for predicting a probability of the object

Projection to

Embeddings "Image" Feature maps embedding Logits Predictions
dimension

O 0.9
@) 0.2
@) 0.1
. e Fully connected & Matrix O  Logistic 0.6
COHVOlUtIOH - —‘ﬁj‘— Concat NN projection o multiplication 8 sigmoid 8__2%
1 O ith O 0.0
rel IR ® wi o 07
entity matrix 0 0'1
O 0.4
@) 0.4
Embedding Feature map Hidden layer O 0.4

dropout (0.2) dropout (0.2) dropout (0.3)

30
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KGE - Graph Networks

Goal: leverage topological graph characteristics

concat/avg

Graph Neural
Nets

31

Velickovic et al. Graph Attention Networks. ICLR 2018 019



KGE - Graph Networks

Goal: leverage topological graph characteristics

Barach ( Ethan\\
£

Horvath /
y

Chevrolet |

Figure 2: This figure shows the aggregation process

f our graph attentional layer. «;; represents relative
raph Neur 0 grap y ij T€P
G ap eural attention values of the edge. The dashed lines represent
Nets an auxiliary edge from a n-hop neighbors, in this case
n=2. 32

Nathani et al. Learning Attention-based Embeddings for Relation Prediction in Knowledge Graphs. ACL 2019 Moscow NLP Seminar 16.11.2019



Question Answering over KGs

How many Marvel movies was Robert Downey Jr.
casted in?

33
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KGOA

How many S TEEERERobert Downey Jr.
in?

SELECT COUNT(?uri) WHERE {

?uri dbp:studio [l ET AT NIl EToYS .

?uri dbo:starring dbr:Robert_Downey_Jr

34
Moscow NLP Seminar 16.11.2019



\\ T)Viej /’ KGQA

27 TN
¢ Every
[ thing

\ starring ; How many [EIAZN] movies was [J{oloJ=Igdi )T/ SN o
N castediili¥

SELECT COUNT(?uri) WHERE {

?uri dbp:studio [l ET AT NIl EToYS .
?uri dbr:Robert_Downey_Jr

35
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\\ movies /’ KGQA

—

7 N
¢ Every

thing .
'\starring,‘ How many [EIAZN] movies was [J{oloJ=Igdi )T/ SN o
N castediili¥

// v N
[ Find the | SELECT COUNT(?uri) WHERE {
' intersection /l 2uri dbp:studio [[TalETRIMRSATT TS .

S—-'~_~ (8 1gMdbo : starringfidbr: Robert_Downey_Jr

36
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\\ movies /’ KGQA

—

7 N
¢ Every

thing .
'\starring,‘ How many [EIAZN] movies was [J{oloJ=Igdi )T/ SN o
N castediili¥

// ' N
[ Find the | SELECT COUNT(?uri) WHERE {
' intersection /l 2uri dbp:studio [[TalETRIMRSATT TS .
=T v=T i\lgWdbo: starringfidbr:Robert_Downey_Jr
P -y N }

/ \

I Count the 1
\ entities ]
\ left /7

~_- 37
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Entity Linking

g

«
I_%

Who is the CEO of Apple?
©{[¥E belongs to which genus?

movie character

©{ I played [FIYEL in which year?

Who is the alter ego of Iron man?

Y
comic character

38
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Relation Linking

dbo:starring

f—%
Name all the movies in which [0S R it B A

Which movies have M?
Flicks where | can see [;(]:J{g®b)]?

Find me all the films [Sae) [T g e 2 ?
RS R N starring]Robert Downey Juniork
] in which movies?

39
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Relation Linking - Implicit Predicates

Name all the movies in which Robert Downey Jr Acted?

RDJ?
Flicks where | can seef: {1 1{a ) K¢

Find me all the films casting Rober Downey Jr ?
List all the movies starring Robert Downey Junior?

RDJ has acted in which movies?

40
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LC-QuAD 2.0

Q1 Template Question :

KG fact representation : Barack Obama

P

"What is {start time} and {place of marriage} of
{{Barack Obama} is {Spouse} of {Michelle Obama} } ?"

redicate

%

Fact Statement

qualifiers /\qualifiers

Spouse
Qy Verbalised Question :

"When did Barack Obama get married to

e place of Michelle Obama Michelle Obama and at what place?"
marriage
\ Qp Paraphrase Question :

"When and where did Barack Obama
October 1992
w marry Michelle Obama?"

Fig. 2. (left) Representation of a fact with its Qualifiers. (right) Translation of a KG-fact to a
verbalised question and then paraphrased question.

41
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Knowledge Graphs from Text

QUESTION What is Albert Einstein famous for?

WEB INFORMATION
DOCUMENT1 DOCUMENT 2
Albert Einstein, a German Albert Einstein (March 14, 1879
theoretical physicist, published  to April 18, 1955) developed
the tf I ; the theory of relativity.
The 1 of relativity isone of e won the Nobel Prize.

the two pillars of modern physics.

The great prize was for his
He won the physics Nobel Prize.  explanation of the photoelectric
effect.
GRAPH CONSTRUCTION
,,,,,,,,,,,,,, N oW one of the two
____bublished & T pillars (\gjpodern

/f;‘lj(f" L\ S physics

Ki{',‘irmmrw) devq]m&'

\\¥/ Tea, ~ for Albert Einstein
won **ea thie Physids ... > explar@ti?h of the
N{bel Prize WaS  photoelectric effect
LINEARIZATION
<sub> Albert Einstein <obj> the tt fr /ity <pred> published <s>

developed <obj> the Physics Nobel Prize <s> won

<sub> 1! /ity <obj> one of the two pillars of modern
physics <pred> is

<sub> the Physics Nobel Prize <obj> for his explanation of the
photoelectric effect <pred> was

Fan et al. Using Local Knowledge Graph Construction to Scale Seq2Seq Models to Multi-Document Inputs. EMNLP 2019

42
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Knowledge Graphs from Text

QUESTION What is Albert Einstein famous for?

WEB INFORMATION
DOCUMENT 1 DOCUMENT 2
Albert Einstein, a German Albert Einstein (March 14, 1879
theoretical physicist, published ~ to April 18, 1955) developed
the tf I ; the theory of relativity.
The 1 res isoneof e won the Nobel Prize.

the two pillars of modern physics.

The great prize was for his
He won the physics Nobel Prize.  explanation of the photoelectric

effect.
GRAPH CONSTRUCTION
i > thi ’f\\ one of tl'{e two
o published ( ) S plllarst\f dern
//: '\\// . IS ph}s%g
| cinctern | developed

\\\7/ oy, //'\ for Albert Einstein
**a the Physigs . > explar@tio" of the
No\belye Was  photoelectric effect

LINEARIZATION

<sub> Albert Einstein <obj> tf
developed <obj> the Physics Nobel Prize <s> won

<pred> published <s>

<sub> /ity <obj> one of the two pillars of modern
physics <pred> is

<sub> the Physics Nobel Prize <obj> for his explanation of the
photoelectric effect <pred> was

Fan et al. Using Local Knowledge Graph Construction to Scale Seq2Seq Models to Multi-Document Inputs. EMNLP 2019

GRAPH CONSTRUCTION STEPS
QUERY: Can someone finally explain the theory of general relativity?

DOCUMENT SENTENCES with GRAPH OPERATIONS

The theory of relativity is one of
the two pillars of modern physics.

Albert Einstein, a German
theoretical physicist, published
the theory of relativity.

MERGE OPERATION:
theory of relativity

ADDED TO GRAPH EXISTS AS A NODE
NODE WEIGHT +1

3 ' > | Nobe @ Puppies are very cute.
COREFERENCE: FILTER OPERATION:
he and Albert Einstein low TF-IDF overlap with query
NOT ADDED TO GRAPH

MERGE OPERATION:

Albert Einstein

EXISTS AS A NODE

NODE WEIGHT +1

CONSTRUCTED GRAPH
published* the theory of one of the two
A'b -'A".".- o relativity .........-..... .............. ’ p”lars Of modern
of - physics

Einstein

43
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Knowledge Graphs from Text

at the experiments which
demonstrated that

Iooked cheory of relativity, space
and time are one

Albert \"" f‘\, |
. developed : . keoh

Einstein

: had assumes
Y General | e >
many veries Relativity
N s W
s “., IS gra

-
the first major new theory of
gravity gince Isaac Newton'’s

Fan et al. Using Local Knowledge Graph Construction to Scale Seq2Seq Models to Multi-Document Inputs. EMNLP 2019

color denotes attention

] [ ] [l [ more attention

that phenomena in small enough
patches of the spacetime obey laws
compatible with special relativity
principle of equivalence: the
gravitational forces

from flctltlous forces

y of
gtion

a@cult theory to comprehend like
st of other scientific theories

Question: Can someone finally explain the
theory of general relativity?

Generated Answer: It's a bit complicated
to explain. General relativity is a theory of
Albert Einstein. Einstein developed this
theory. Relativity is measure of how fast
something moves relative to the reference
frame. In theory, the speed of light is
constant. If you are traveling at a constant
speed, and then you move at a speed
relative to an observer, there is a constant
rate for that object to move. General
relativity is observed in the experiments of
Albert Einstein. It is about space, and
space, and gravity.

44
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Raw text-based dialogue systems

My name is John

e Mostly sequence to sequence over textual inputs
Hello, John!

e Some basic causal NL inference (s1 follows s2)
| left my keys in the kitchen.

Can you find them?

e Effective on simple utterances over short paragraphs
o No memory (with exceptions)
o No format and justifiable knowledge

In the kitchen

<Long input>

<excerpt from the
long input>

45
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Knowledge-driven
in-car dialogue
system (EN/DE)

Full DBpedia
2019 (wikidata
branch)
> 50M entities
> 4B triples

KGs & Conversational Al

Target Figure: What would be
needed to achieve >90%
overall dialogue accuracy?
(probably unrealistic)

Speech User

Recognition

10% Word Error Rate

User

Speech
Synthesis

/

Utterance |

<«——————/ Response

Mobility

(Stop/Go)

LYES

Utterance
Similarity

* 98% target F-Score in
selecting the right
category small talk / yes /
no / stop / go / not similar
98% target accuracy in
seleecting the right small
talk utterance as
measured via positive +
negative examples on
utterance level

Can recover speech
recognition errors by
allowing small variations
of input

Command
(Yes/No)
Yes—4 f /
/Current POI“;“
Similar? N L /
Yes
Small Talk F00S— QA Module
Module

» OOS vs. Goal
Target F-Score
97%

Should only be
used if overall
dialogue accuracy
improves

OOS subintents
allow more specific
smarter replies and
should be used if F
Score > 95%

ry

Relation Detected

Query

(A e

Verbalisation
Engine

A

Entity Linking
Target F-Score
97% (either current
POI or coreference
or NER)

Relation Linking
Target F-Score
92% (when getting
all O0S input
directly) or 93%
(when OOS input is
filtered by intent
classifier)

46
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KGs & Conversational Al

Challenge: incorporate
graph-based reasoning
into dialogue systems

\:@Knowledge Graphs

(a) Dialog Can you recommend any classic books like

Catcher in the Rye?

|Z| \ Do you prefer books by the same author or same genre? \

E | am interested in reading classic
examples of American literature.

~ Literary realism is a common genre in ‘
. classic American literature.

E \ Do you prefer First-person or Third-person narrative? \

E | mostly prefer third-person narrative.

 Consider reading the Scarlet Letter: a novel by ‘

_ Nathaniel Hawthorne.
(b) KG The Catcher in the Rye
O

Profession

American
Literature

Place

HAS_EXAMPLE of birth
The Scarlet Letter | |Literacy Realism New York City
o o3 Nﬁr;. Film
O TN \ Location
[ N. Hawthorne | | 3rd-person | | Catch Me If You Can |
47
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KGs & Conversational Al

Input Encoder Path Generation via DialKG Walk Entity Re-ranker
(Section 2.2) (Section2.3)
Movie_Genre Drama E Drama i
for mach . i :
ko | Eq.(3) : ;
! Modality
@ ' Attention

Initial KG Nodes

Eq.(6)
DialkKG
Walker Eq.(8)
. I I I Re-ranking
__________ 1
sty >

¢

@ @ Walk Sequence o -T-;};-;( -----

Labels

Dialog Context

v

Attention

D D I I:I D I over Walkable

I | +Zeroshot relevance |
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USER: What is the weapon used by HMS Regulus ?
SPEAKER: Torpedo 61 . .
USER: Who is the manufacturer of that ranged weapon ? Q_UEStIOn Answerlng
SPEAKER: FFV

USER: Is that social group located in Seeley Union Elementary School District and Succivo ?

SPEAKER: NO

USER: Is Swedish Navy the facility operator of Torpedo 61 ?

SPEAKER: YES

USER: Which ranged weapons are used as weapons by atmost 140 ship types and aircraft power classes ?
SPEAKER: Mark 44, Mark 43, Torpedo 613

USER: Which ship types are the etymology of atmost 1 social group ?

SPEAKER: HMS Spica, HMS Invincible, HMS Queen Elizabeth

USER: How many military branches or organizations are the creator of the design for Mark 44 ?

SPEAKER: 2

USER: What are the port of registry of atleast 1 ship type ?

SPEAKER: Riga, Marseille, Bremerhaven

USER: Which ranged weapons are used as weapons by atleast 17 ship types or aircraft classes ?
SPEAKER: Torpedo 45, Mark 48 torpedo, Torpedo 61

Complex Sequential




Complex Sequential Question Answering

"PLCLF: Predicate Ciassifier] A1 A15 T43229 A4 A17 EntPtr=6 P123 < £51111ng Enfity-pointed Logical Form

———

i T-CLF: Type Classifier I publisher
------------------------ : (P-CLF) ﬁPred &
. 6-Pokémon P123_ {
22 A
=g : ~ <l Decoder State
ks (Pointer Netwok Ptr-Net(q, K) between States from Encoder and Decode:h{\ EntPtr=6
23
< NULL T15619164 T386724 NULL =
> o ° e B B o ° e g% organization A
£ § A A A A w T43229
hg

Contextual
Encoder

Which work features Pikachu [SEP1] Pokémon [SEP2] Who released that work [CTX]
Prev Question Prev Answer Cur Question

Word
Emb

Pointer-equipped Logical Form Decoder

star

Figure 1: Proposed Multi-task Semantic Parsing (MaSP) model. Note that P* and T* are predicate and entity type
ids in Wikidata where entity type id originally starts with Q but is replaced with T for clear demonstration.

Shen et al. Multi-Task Learning for Conversational Question Answering over a Large-Scale Knowledge Base. EMNLP 2019
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Complex Sequential Question Answering

Methods HRED+KVmem | D2A (Baseline) | MaSP (Ours) | A
Question Type #Example F1 Score F1 Score F1 Score

Overall 203k 9.39% 66.70% 79.26% +12.56%
Clarification 9k 16.35% 35.53% 80.79% +45.26%
Comparative Reasoning (All) 15k 2.96% 48.85% 68.90% +20.05%
Logical Reasoning (All) 22k 8.33% 67.31% 69.04% +1.73%
Quantitative Reasoning (All) 9k 0.96% 56.41% 73.75% +17.34%
Simple Question (Coreferenced) 55k 7.26% 57.69% 76.47% +18.78%
Simple Question (Direct) 82k 13.64% 78.42% 85.18% +6.76%
Simple Question (Ellipsis) 10k 9.95% 81.14% 83.73% +2.59%
Question Type #Example Accuracy Accuracy Accuracy

Verification (Boolean) 27k 21.04% 45.05% 60.63% +15.58%
Quantitative Reasoning (Count) 24k 12.13% 40.94% 43.39% +2.45%
Comparative Reasoning (Count) 15k 8.67% 17.78% 22.26% +4.48%

Table 2: Comparisons with baselines on CSQA. The last column consists of differences between MaSP and D2A.

Shen et al. Multi-Task Learning for Conversational Question Answering over a Large-Scale Knowledge Base. EMNLP 2019
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So why you need graphs?

: Implicit or explicit constraints on produced answers
How many children
does Berlin Hbf have?
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So why you need graphs?

. : Implicit or explicit constraints on produced answers
ow many children '
does Berlin Hbf have? - reduce candidates space
- help to fight the mushroom effect
- ontologies help

Train stations
don’t have kids
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So why you need graphs?

. : Implicit or explicit constraints on produced answers
ow many children '
does Berlin Hbf have? - reduce candidates space
- help to fight the mushroom effect
- ontologies help

Train stations
don’t have kids

What is the busiest Complex QA via (sub)graphs aggregations

train station in
Germany?
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How many children

does Berlin Hbf have?

Train stations
don’t have kids

What is the busiest

train station in
Germany?

Hamburg Hbf

So why you need graphs?

Implicit or explicit constraints on produced answers
- reduce candidates space
- help to fight the mushroom effect
- ontologies help

Complex QA via (sub)graphs aggregations

select ?station ?visits where {

?station wdt:P31 wd:Q18543139 . # central stations
?station wdt:P17 wd:Q183 . # in Germany
?station wdt:P1373 ?visits . # daily visits

} ORDER BY DESC(?visits) LIMIT 1 # sort
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So why you need graphs?

Graphs significantly improve reasoning
compared to sole natural language inference
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So why you need graphs?

Graphs significantly improve reasoning
compared to sole natural language inference

Takeaway 1

Reasoning outcomes are
explainable and traceable

Takeaway 2
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KGs at scale and robust querying

Graph-based reasoning

Enriched knowledge for complex QA

representations Possible directions
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NLG from graphs Commonsense reasoning
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