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Problem 1 Most works evaluate memory only on a narrow subset 
of memory tasks

Research studies use different sets of 
environments with minimal overlap, making 
it difficult to compare memory-enhanced 
agents across studies
Even within individual studies, benchmarks 
may focus on testing similar memory 
aspects while neglecting others, leading to 
incomplete evaluation of agentsʼ memory
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Benchmark first introduced in the 
same work.
Benchmark is open-sourced.
The Atari (Bellemare et al., 2013) 
environment with frame stacking is 
included to illustrate that many 
memory-enhanced agents are 
tested solely in MDP.

Problem 1 
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Memory Task Classification
To address this gap, we propose a unified task taxonomy for evaluating memory in RL. It 
divides memory-demanding tasks into four core types:
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Problem 2 Existing benchmarks are simplified

Existing memory benchmarks remain simplified and fail to capture the complexity of 
real-world scenarios. They often rely on grid-world environments with discrete actions 
and low-fidelity visuals, which do not reflect the challenges faced by embodied agents 
operating in realistic and visually rich settings.
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32 robotic tasks that target specific memory-dependent skills in realistic settings
Many baselines: Online/Offline RL, VLA models
Based on ManiSkill and support parallel GPU Rendering
All dataset and data collection scripts are open-sourced

MIKASARobo Memory Tasks
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Easy to install: pip install mikasa-robo-suite
Easy to customize!

MIKASARobo Memory Tasks
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MIKASARobo Memory online RL baselines



10

MIKASARobo Memory offline RL baselines
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Problem 3: Current memory mechanisms are insufficient to solve 
truly complex, memory-intensive tasks

Trained from RGB with sparse, binary rewards, 
none of DT, RATE, BC, CQL, or Diffusion Policy 
solve the majority of MIKASA-Robo tasks - 
capacity and sequential-memory tasks are 
especially unmet. Supplementary dense-reward 
runs improve some scores but still reveal 
substantial gaps, reinforcing the 
benchmark’s difficulty.
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MIKASARobo Memory VLA baselines

Our experiments highlights a critical gap in current VLA models: the absence of effective 
memory mechanisms leads to brittle performance on tasks demanding strong memory 
capabilities
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Open source MIKASA repositories:

GitHub Hugging Face
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