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Embeddings in LLMs are huge:

e.g., LLama-1B: 2,048-dim x 16bit 
=32,768 bits

and one embedding represents just a 
single token!

But, one embedding can encode 
many tokens:

2,048-dim x 16bit = 32,768 bits ~ 
1,930 tokens from 128k vocabulary V:



A single trainable vector enables LMs 
to produce surprisingly long, targeted 
text sequences.

Llama-3-8B reconstructs 1,568 tokens 
from a single vector.


Can LMs utilize the latent capacity 
of input vectors more effectively, 
potentially encoding and 
processing multiple tokens with a 
single vector?

What are achievable limits of input 
vectors capacity?

Only fraction of learned input embedding 
information capacity can be utilized. 


How many tokens fit into 
a single input vector?
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Information gain of text compression to [mem] vector doesn't depend on language understanding 
capabilities of models. Compression results for various language models show the relationship 
between the cross-entropy (CE) of the original and decompressed texts. If the text CE falls below a 
model-specific threshold (red line), the text is losslessly compressed. This value is a input vector 
capacity in terms of entropy (Information Gain). For texts that are not perfectly compressed, the 
compression process reduces their CE to a consistent, model-specific value (bias of the black dashed 
line). 

Larger models (e.g., Llama-3.1-8B) can handle longer texts before reaching the compression threshold, 
due to their greater capacity compared to smaller models (e.g., Pythia-160M). This behavior holds for 
both natural texts (PG-19) and unnatural random texts(random word sequences).

Cross-entropy gain

We show the capacity limits for representations of modern LLMs



One vector packs 1,568 tokens losslessly in Llama‑3.1‑8B.



Cross‑entropy gap directly measures input vector capacity.



Capacity stays consistent across lengths, domains, and 
architectures*: LMs can decode both natural and random texts 
that fit cross-entropy threshold. 



Capacity scales near-linear with [mem] size.



Today’s models use only 10–30% of theoretical capacity.

*Transformers and SSM-based Mamba

[mem]

lim( )

text: [t1,...,tN]

[mem] = [m1,...,mK] in most experiments K = 1


Per-sample optimization of [mem] 
vectors:

[mem] is trained to produce text [t1,...,tN] 
token by token:

           PLLM(ti | [mem], t1,…,ti-1)

[mem] vectors are trained for each text 
separately.


PG-19 - natural texts, books [2]


Fanfics - natural texts, never 
seen by models, published 
after October 2024 [3]


Random - random word 
sequences from vocab [4]

Information Gain remains similar across all text sources for each model (except random for 
Pythia). For PG-19[2] and fanfics[3], LMs leverage their ability to predict natural language, so the 
Decoding Capacity (in Tokens) generally exceeds the Token Gain. Furthermore, we find no 
evidence that the models benefit from potentially having PG-19 in their pre-training data, as their 
performance on PG-19 is not significantly better than on fanfics. In contrast, random text offers no 
predictable structure, making these two metrics nearly identical. This allows us to distinguish how 
many tokens model can predict by itself compared to decoding from trainable input vector. Larger 
models consistently show greater compression capacity across all metrics.

Decoding Capacity (in tokens):

Longest text we can reconstruct from 
[mem] vector.

Extra tokens recovered only because 
of [mem], beyond the LM’s “knowing of 
language”.

Extra entropy: the same as Token Gain, 
but measured in entropy, not tokens.

V – vocabulary, b - size in bits

Theoretical bound on tokens a single 
vector can ever encode.

Token Gain:

Information Gain:

Upper Bound on Token Gain:

Per-sample optimization is a Prompt 
Tuning [1] for a single text sample.

Compression capacity across different text sources

Dashed lines represent ideal linear scaling. 
Pythia-160m reaches its maximum input 
context length of 2048 tokens and can 
successfully encode texts of up to 2016 
tokens into 32 [mem] input vectors. 
Llama-3.2-1B can perfectly decode texts 
of 7168 tokens from just 16 input vectors.

The Hobbit, or There and Back Again    
(approx. 120,000 tokens) can be compressed  
into only 128 input vectors using Llama-3.1-8B 
and into 256 vectors using Llama-3.2-1B.

Compression scales linearly with the number of trainable [mem] vectors. 

Left. Capacity utilization for natural and random texts. Right. Maximum token capacity (see Eq. (1)) 
against gain in correctly decoded tokens shows differences in utilization of learned memory 
embedding for studied models. 
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