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Aim of the research is to explore the benefits of integrating hyperbolic geometry into the architectures of 
neural recommender systems with manifold regularization.  
Our hypothesis is that, while we retain the standard architecture, we get an increase in the metric by 
taking into account hyperbolic geometry in the embedding space for problems with a strong hierarchy. 
Contribution: 
 1) We extend the manifold regularization problem to handle sequences; 
 2) We use manifold regularization for single interaction probability and top-𝑘 prediction problem 
statements for several architectures: dense NN and SASRec; 
 3) The manifold regularization is considered a soft geometry constraint in contrast to the direct 
embedding geometry.

The embedding generator is usually replaced with a pre-
defined hyperbolic manifold, thus influences a whole machine
learning model architecture. RECMAN impose geometric 
constraints more softly by introducing a regularizing term in a 
loss function.

𝑓∗ =  min
𝑓∈𝐻𝑘

ℒ 𝑓 + 𝜆ℛ

Regularizer ℛ defines the Poincaré ball distance to render the 
hierarchical structure of the items; 𝜆 the dispersion ratio of the 
combined loss (hyperparameter  for Sobol analysis or grid 
search).

Regularization process with defined 
input and output distances:
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NCF model variants performance

Evaluation results and relative improvements for 

SASRec architecture

Explicit and implicit feedback on MovieLens1M and Pinterest
for NCF architecture demonstrate the advantage of manifold 
regularization with hyperbolic geometry.

For SASRec manifold regularization improves HR, NDCG, and 
MRR by reinforcing confident rankings among frequently 
interacted items clustered in dense regions of the learned 
geometry. This focus reduces catalog coverage (COV), as less 
frequent or geometrically isolated items are underrepresented. 
HypSASRec also has the same tendency.
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