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Modern sequential recommender systems, ranging from lightweight transformer variants to 
LLMs, dominate at next-item prediction and are widely adopted in academia and industry. 
However, common evaluation protocols remain underdeveloped, often misaligned with 
real-world scenarios.

Popular LOO split aligns with NIP but allows overlap between training and test periods, causing 
temporal leakage and unrealistic test horizons. In contrast, GTS better reflects real-world 
deployment by evaluating on future time periods. Yet its application to SeqRec is loosely 
defined, especially regarding target interaction selection and consistent validation construction.

We show that evaluation strategies significantly impact model performance rankings and 
deployment decisions. To improve reproducibility, we compare splitting strategies across 
datasets and baselines, revealing that prevalent splits, such as leave-one-out, may be 
insufficiently aligned with more realistic evaluation strategies.

Motivation1

RQ1 What are the important properties of subsets obtained with different splitting strategies?

RQ2 What is a distribution of time delta between consecutive user interactions, and how does it affect 
target item selection for GTS?

RQ3 How consistent are recommendation metrics for different splitting strategies in terms of correlation?

RQ4 How do different data splitting strategies influence the final model rankings?

RQ5 Which validation strategies are more appropriate for GTS?

RQ6 How does retraining model on the combined training and val data influence final test performance?

Figure 1: Data splitting and target selection strategies for sequential recommendations. (a) 
Leave-one-out split. (b) Global temporal split: all interactions after timepoint 𝑇test are placed in 
the holdout set, targets for these holdout sequences are chosen according to (c). (c) Target items 
selection options for each holdout sequence (applicable for both test and validation sequences).

Figure 3: Validation split options for GTS (Fig. 1b): (a) each user’ Last training item is a target, (b) 
User-based: interactions of 𝑛 random users are reserved for holdout, (c) Global temporal: interactions after 
𝑇val are reserved for holdout. Targets for holdout sequences are chosen according to Figure 1c.

Figure 2: Successive 
evaluation scheme 
applied to one user 
with 𝑛 = 3 holdout 
interactions.

Figure 5: Model rankings based on test NDCG@10 for LOO split, and 
GTS split with global temporal validation.RQ46

RQ6 Table 5: Validation and test NDCG@10 of SASRec+ at optimal val. config for 
different splits. Test R. denotes setup with retraining on combined training and 
validation data. LTI and UB in this study use only Last validation target.

Table 4: Mean (across datasets) correlations between test and validation metrics 
for GTS with (a) Last and (b) Successive test targets and different validation types. 
Best values are in bold, second best are underlined.
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Table 3: Mean (across datasets) correlations between test GTS 
Successive target and other options for different metrics.

Figure 4: Kendall correlation between test NDCG@K for GTS with 
Successive target and other options.

Figure 3: Scatterplots for NDCG@10 between GTS 
Sucv. target and other options. K and S denote 

Kendall and Spearman →
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Table 2: Holdout 
statistics for 
different splits 
(𝑞0.9 for GTS) →

Table 1: Test subset 
statistics for GTS for 
different quantiles →

Figure 6: Kendall correlation between test and validation NDCG@K for GTS Last split with different 
validation strategies.

● LOO  split often misaligns with real-world scenarios and can distort model rankings
● GTS All target option suffers from a full task mismatch with standard next-item prediction
● GTS First exhibits weak correlation with more realistic evaluation strategies due to 

significant shifts in time-gap distributions between interactions
● GTS with Last or Random target yields strong agreement with the more complex but 

close-to-reality Successive evaluation scheme
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