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Federated Learning

Take N functions fc(θ) = E[FZc
c (θ)], with Zc ∼ ξc

Goal: solve collaboratively

θ⋆ ∈ argmin
θ∈Rd

f (θ) =
1

N

N∑
c=1

fc(θ)

(a) fc is µ-strongly convex with µ > 0, F z
c if convex

(b) F z
c is L-smooth and ∇2fc(θ) ≼ LId

(c) the third derivative of fc is uniformly bounded

Like SGD [1], FedAvg [2] is a Markov Chain

FedAvg’s iterates are a Markov chain with kernel κ:

κ(θt,B)
∆
= E[1B(θt+1)|θt] for B ∈ B(Rd)

Theorem: FedAvg’s global iterates, with step γ andH local
updates, converge to π(γ,H) with rate

W2
2(ρκ

t, π(γ,H)) ≤ (1− γµ)HtW2
2(ρ, π

(γ,H))

Its expectation and covariance in the limit are

Limit point θ̄
(γ,H)
sto

∆
=

∫
ϑπ(γ,H)(dϑ)

Covariance Σ̄
(γ,H)
sto

∆
=

∫
{ϑ− θ⋆}⊗2π(γ,H)(dϑ)

FedAvg as a Markov chain: it converges to a stationary distribution

We give an exact expression of its bias and a new method to reduce bias

FedAvg’s bias : θ̄
(γ,H)
sto −θ⋆ =

γ(H − 1)

2N

N∑∑∑
c=1

∇2f(θ⋆)−1(∇2fc(θ
⋆)−∇2f(θ⋆))∇fc(θ

⋆)︸ ︷︷ ︸
Heterogeneity Bias

− γ

2N
∇2f(θ⋆)−1∇3f(θ⋆)AC(θ⋆)︸ ︷︷ ︸

Stochastic Bias

+O(γ2H2+γ3/2H)

FedAvg’s Linear Speed-Up

The variance of FedAvg at stationarity is:

Σ̄
(γ,H)
sto =

γ

N
AC(θ⋆) +O(γ2H2 + γ3/2H)

where A
∆
= (Id⊗∇2f (θ⋆) +∇2f (θ⋆)⊗ Id)−1

C(θ⋆) ∆
= E

[ 1
N

N∑
c=1

{
∇FZc

c (θ⋆)−∇fc(θ
⋆)
}⊗2]

New method: Federated Richardson-Romberg

New algorithm: run FedAvg twice with step sizes γ and 2γ

and combine iterates

ϑ
(γ,H)
t

∆
= 2θ

(γ,H)
t − θ

(2γ,H)
t

It converges to ϑ̄
(γ,H)
sto = 2θ̄

(γ,H)
sto − θ̄

(2γ,H)
sto with bias

ϑ̄
(γ,H)
sto − θ⋆ = O(γ2H2+γ3/2H)

→ reduces both bias without control variates

Numerical Illustration

Logistic regression: (a-b) homogeneous data with large gradient variance, (c-d) heterogeneous data with small variance
Blue = FedAvg [2], Green = FedAvg with Richardson-Romberg [ours], Orange = Scaffold [3]
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(d) H = 100
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