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Multimodal Data Analysis

➢ Embeddings in modern ML

➢ The world is multimodal: 
how do we cope?

➢ Multimodal embeddings, 
different approaches

➢ A review of three state of 
the art 2020 papers on 
multimodal deep learning 

➢ Our own example: recent 
work on symbolism 
prediction
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Multimodal Data Analysis

➢ Latent representations, or embeddings, is one of the most important 
concepts in modern machine learning

➢ Mathematically it’s just a parametrization of a manifold: we assume 
that a set in a high-dimensional space actually has a lower dimension 
and try to find the parametrization

Learning Latent Representations



➢ The high-dimensional 
points can be images, 
sentences, sounds...

➢ We would like the 
latent space to have 
good properties; how 
can we find a good 
parametrization?

Multimodal Data Analysis

Learning Latent Representations
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➢ Autoencoders: let’s train a model to reconstruct a point from its latent 
space representation; datasets are not a problem now

➢ The important question here is how to ensure a good structure for the 
distribution of latent representations: VAE, AAE etc.; let’s not go there

Learning Latent Representations



Multimodal Data Analysis

➢ Most multimodal analysis 
attempts to learn joint 
embeddings in some 
unified latent space

➢ The objective is to 
construct a vector space 
that brings semantically 
similar elements from 
different modalities close 
together

How does multimodal analysis work?
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➢ Learn a joint representation

➢ Learn an encoder-decoder
transformation from 
one modality to another 

How can we learn joint embeddings?

➢ Learn coordinated representations
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➢ The “constraint”, bringing 
together vectors from 
different modalities, is 
usually implemented via 
some kind of 
ranking loss:
contrastive,
triplet loss etc.

➢ DeViSE (Frome et al., 
2013); VSE++ (Faghri 
et al., 2018)

Constraints via ranking losses
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A classical example

➢ Example with video: 
retrieval based on text 
queries (Mithun et al., 2018)

➢ Two different joint 
spaces: Object-Text 
and Activity-Text 
space, pairwise 
ranking loss

➢ What has changed 
since 2018? 



Multimodal Data Analysis

➢ By now, many state of the are 
models are based on 
Transformer-like self-attention

➢ Multimodal too: ViLBERT, 
LXMERT, VL-BERT, 
VisualBERT, UNITER, 
InterBERT, PixelBERT, 
ERNIE-VIL, DeVLBert… 

Transformers!

➢ Let’s check 
out 2020...
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➢ Gan et al. (NeurIPS 
2020) develop VILLA 
(Vision-and-Language 
Large-scale Adversarial 
training): task-agnostic 
adversarial pretraining 
(representation learning), 
then task-specific 
adversarial fine-tuning

➢  V+L Transformers

Adversarial Training for Vision-and-Language
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➢ How do we model face-to-face communication?

➢ Rahman et al. (ACL 2020) propose a new gate 
for Transformers to accept multimodal 
nonverbal data during fine-tuning

Multimodal Information in Large Transformers
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➢ Lu et al. (CVPR 2020): 
representation learning 
by solving 12 different 
problems with a 
ViLBERT-derived model

12-in-1: Multi-Task Vision and Language

➢ And now for a detailed 
example...
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➢ Ads are all about symbols

➢ Often they are not easy to 
parse even for a human

➢ Sometimes an object 
resembles another

Example: symbolism in advertising

➢ Sometimes it’s not even an 
object...
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➢ But text really helps! What is this ad about?

Example: symbolism in advertising
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➢ But text really helps! What is this ad about? The text explains it all.

Example: symbolism in advertising



Multimodal Data Analysis

➢ In 2017, 
researchers 
from the 
University of 
Pittsburgh 
published a 
dataset on 
understanding 
ads; thousands 
of labeled 
images

Example: symbolism in advertising
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Labeling: topics, sentiment, and symbols
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Labeling: visual understanding strategy
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Labeling: Q&A
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➢ (Hussein et al., 2018): 
in the original work, 
symbols are predicted 
with object detection

➢ But these results were 
obviously treated as a 
weak baseline

So what did people do?
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➢ (Ye, Kovashka, 2018): later, joint
multimodal representations 
were used to map symbols into
a joint latent space with statements describing the ad’s message

➢ Siamese networks with triplet loss and a knowledge base for symbols

Symbolism detection by joint embeddings



Multimodal Data Analysis

➢ They have an object detection
framework with attention, 
knowledge inference that 
checks objects corresponding to symbols, and a text embedding

➢ So this work was “very multimodal” from the start

Symbolism detection by joint embeddings
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➢ (Murrugarra-Llerena, 
Kovashka, 2019): let’s add 
the viewer’s personality! 
They collect caption-gaze 
samples from users

Personalized symbolism detection
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➢ The dataset contains text 
annotations and the 
annotator’s personality

➢ The approach is again to 
learn joint embeddings, this 
time with three modalities

Personalized symbolism detection
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➢ All of these works treat the ad 
as an image; they use NLP only 
to process Q&A statements

➢ But often an ad is completely 
incomprehensible without 
reading the text!

But what about the text?
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➢ This was noted already in the original competition on this dataset, in a 
work by Otani et al. (2018)

➢ They applied it to a different problem: matching text statements to ads; 
their pipeline is actually rather straightforward IR

But what about the text?
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➢ Our approach was to combine 
text-based models that read the text 
with OCR and image processing:

○ image-based classifier: we already 

exceeded state of the art just with an 
EfficientNet-based classifier!

○ object detection: Faster R-CNN with 

Inception-Resnet backbone

○ text-based models: 

Transformer-based models (BERT, 
RoBERTa) and simpler classifiers

What we did
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➢ By the way, OCR is 
hard! (later we had 
some more luck 
with CharNet)

An aside: OCR is hard!
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➢ By reading the text and 
linear blending, we improve 
over state of the art results; 
even OCR quality is not as 
crucial as it might seem

Our results
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➢ Key takeaway: a simple straightforward approach can be more 
useful than complex models (in this case, multimodal joint 
embeddings)

➢ This paper was published at COLING 2020

➢ Interestingly, at the same conference we saw... 

Takeaway point from this example
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➢ (Hessel, Lee, 2020): 
“Does my multimodal 
model learn cross-modal 
interactions? It’s harder to 
tell than you might think!”

➢ They try to approximate 
multimodal models with 
linear image/text 
ensembles, removing 
cross-modal interactions

➢ And they find very little or 
no loss in performance!

Empirically Multimodally Additive Projection
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THANK YOU 
FOR YOUR ATTENTION!

So what’s next? Let’s find out together!


