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Introduction

Subject Area: Server Load Analysis

As the number of servers grows, the costs of maintenance and 
horizontal scaling become notable.  

For an IT business to be profitable, it is crucial to use the 
servers rationally. However, in order not to affect the company’s 
performance, one should take into account the peculiarities of 
server usage in software development and the prospective 
growth of demand for computational power. 

Our project aims to develop a tool for "NSPK" JSC to analyse 
how rationally their test and development servers are utilised. 

My personal goal is to prepare the previously collected time-
series data for further analysis given the specifics of its 
structure. 

Analysis of the Rationality of Usage of 
Physical Server Resources 

“Облачные Вычисления.” PNGWING, https://www.pngwing.com/ru/free-png-ziagq. Accessed 15 June 2023. 

https://www.pngwing.com/ru/free-png-ziagq
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Introduction

Relevance of my section  
for the project

Analysis of the Rationality of Usage of 
Physical Server Resources 

?The data of server load is collected as a series of records 
parametrised on the metric of interest, the considered server, 
and the moment in time.  

Although Prometheus is a highly-automate tool collecting metrics 
from computers, it is configured and maintained by people. In the 
company, there are many teams of developers, each 
administrating their own servers. As a result, not only is the 
resultant data likely to be incomplete and nonuniform, it also may 
happen to be inadequate at times. The longest period, for which 
we have complete data on every server, is 1 week only. 

Meanwhile, the quality of data is crucial for the analysis to be 
informative. Large blocks of missing data present an even greater 
difficulty for reconstruction and further processing.
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Key Terms & Definitions

Time-Series Data  
Data, which is parametrised on time. 

Missing Value  
A data point, whose value is unknown. 

Inadequate value  
A data point, whose value is unrealistic, i.e. falls outside of its defined range. 

Prometheus  
A popular open-source time-series database and monitoring tool. It is 
designed to collect, store, and query metrics from various sources, such as 
cloud-based infrastructure, containers, and microservices.  

Imputation 
The process of estimating the missing values.
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Planning the Project

Requirements for the Product: 

• The application is expected to remove 
inadequate values from the data. 

• The application is expected to impute the 
missing values.  

• The application is expected to be 
horizontally scalable.  

• The application is expected to be 
universally employable given similar 
infrastructure (availability of similar data 
collection, storage, processing and 
visualisation tools). 
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Planning the ProjectAnalysis of the Rationality of Usage of 
Physical Server Resources 

Tasks to Accomplish: 

• Compare and contrast the existing 
solutions for missing data imputation. 

• Propose and implement a data-specific 
approach to impute the missing values. 

• Compare the resultant product to the 
existing analogues. 

• Choose and implement a technique to 
deal with inadequate data. 

“Клипарт С Буфером Обмена Черно-Белый.” FlyClipart, https://flyclipart.com/ru/
clipboard-clipart-black-and-white-clipboard-clipart-black-and-white-644986. 
Accessed 15 June 2023. 

https://flyclipart.com/ru/clipboard-clipart-black-and-white-clipboard-clipart-black-and-white-644986
https://flyclipart.com/ru/clipboard-clipart-black-and-white-clipboard-clipart-black-and-white-644986
https://flyclipart.com/ru/clipboard-clipart-black-and-white-clipboard-clipart-black-and-white-644986


Existing Approaches to Estimation  
of Missing Values
Standard Statistical Estimations 

• Sample Mean 

• Sample Mode 

• Sample Median 

• Simulations from Normal(sample mean, 
sample variance)
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Existing Approaches to Imputation 
of Missing Values

Analysis of the Rationality of Usage of 
Physical Server Resources 

sklearn.impute.IterativeImputer 

• Iteratively regresses every feature with 
missing values on the rest of the dataset. 

• May improve its performance by re-
imputing the missing values employing 
the estimations from previous iterations. 

• Allows to choose a desired estimator for 
the regression. 

• Uses BayesianRidge regression by 
default. 

sklearn.impute.KNNImputer 

• Based on the k-Nearest Neighbours 
clustering algorithm with k as a parameter. 

• Estimates every missing values as an 
average or distance-weighted average of 
k nearest neighbouring features for the 
given observation. 

• Allows to specify a desired distance 
metric. 

• Uses nan_euclidean_distances as a 
default distance metric.



Proposed Solution  
Based on Autoregression

for server in server_list: 
  for day_offset in range(7, 30): 
     if metric[server, day_offset] is null: 
        metric[server, day_offset] = AR(server, day_offset) 
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Proposed Solution  
& Implementation

Analysis of the Rationality of Usage of 
Physical Server Resources 

1. Consider the data for every metric (RAM, CPU, DISK) separately. 

2. Using the OLS estimator, regress a value from server X on day t on 7 
more recent observations from the same server to train the AR model: 

3. Use the obtained model to iteratively estimate every missing value as 
a function of 7 more recent observations from the same server:

Out of the available complete data, a train and a test sets were selected. 

The training set was restructured for convenience. For every server X, 
the following series of observations was constructed: 

In the testing set, some observations were synthetically omitted 
following the patterns present in the original missing data.

Approach Description Implementation Details
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Dealing with  
Inadequate Data

• By definition, all 3 metrics are measured in % of used 
resource, so the values should lie in between 0 and 100. 

• High-magnitude negative values were detected in the 
dataset.  

• The numbers did not seem interpretable on their own. 
Neighbouring observations appeared to be more 
informative about the presumable true values of these 
cells. 

• I decided to apply the proposed imputing solution to 
estimate the needed observations from the context. 
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Proposed Solution  
& Implementation
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Testing & Comparison 
of Performance
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ResultsAnalysis of the Rationality of Usage of 
Physical Server Resources 

The testing set was given for reconstruction to the proposed AR imputer and 2 ML-based algorithms from sklearn.impute with default 
parameters. The comparative results of these 3 models are presented in the table below. 

Proposed AR model IterativeImputer KNNImputer

Root Mean Squared Error 6,60117 9,99687 5,71086

Mean Absolute Error 3,60792 6,85515 2,70549

Mean Absolute Percentage Error 0,46682 1,37328 0,48849



Conclusion 
& Prospects for Future Work
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ResultsAnalysis of the Rationality of Usage of 
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The proposed solution has outperformed sklearn's IterativeImputer and was very close to KNNImputer in the context of the project's structure of 
data. It was later successfully used to impute the missing values in the original dataset.  

Nevertheless, a downward trend was observed in the model's estimates over long periods of time. Presumably, accuracy drops when the imputer gets 
its own estimates as input arguments. One could experiment with the model's hyperparameters to improve its performance. 

Alternatively, given how well KNNImputer has performed, one may try to achieve even better results by adapting it to the data, e.g. developing a 
custom time-based distance metric for the features.

Proposed AR model IterativeImputer KNNImputer

Root Mean Squared Error 6,60117 9,99687 5,71086

Mean Absolute Error 3,60792 6,85515 2,70549

Mean Absolute Percentage Error 0,46682 1,37328 0,48849
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attention
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