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Event sequences data
Event features: C@

sum, geolocation
@.@’ — | = 0 = |
- Lcgin to a
biank app Watch
Alex, 35, man
LOTR
works in academia
Refuel Transfer
1800 R 2000 R
to Anna,
>
12: 45 18:58 19:00 20:13

Both event type and
event time are
important

Y/ N
O

”
O




Skoltech

Discrete sequential transactional data

Transaction records data sequence includes: Data characteristics:

e MCC (Merchant Category Codes) e Heterogeneous features
Purchase amount e Non-regularity of observations

]

e Time values e Varying lengths of sequences
e Transaction location
]

124 / 411/ 24 | 41/
MCC Grocery Drug Clothin Drug
code Store Store othing Store
Amount 430 217 3099 406




Skoltech

5

One way: Supervised approach

Library pytorch-lifestream

Recurrent (or Transformer) Neural Network with

self-supervised contrastive learning

ROC AUC | N Features
Logistic regression 0.78 ~ 400
LGBM 0.81 ~ 7000
E.T.-RNN 0.83 12

e Requires labeled data!

GRU RNN

Customer score

GRU Cell —* Linear

Single
transaction

Embedding

)

10-400
Transactions
of a client ..<

D. Babaev et al. E.T.-RNN: Applying Deep Learning to Credit Loan Applications. KDD. 2019

Numerical Categorical
variables variables

Single
transaction
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Our way: self-supervised approach
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Encoder iz

Lightweight @ @ @
-

heads

5 D.Babaev etal. E.T.-RNN: Applying Deep Learning to Credit Loan Applications. KDD. 2019

Trained
without labels

Trained using
small number of
labels
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Two main ideas of self-supervised learning:
generative and contrastive

Similar objects should have

. similar representation,
‘ COMESE different objects should have
different representations

Self-supervised
representation
learning

S

Generative “Autoregression”: predict

future using representations

Liu, Xiao, et al. "Self-supervised learning: Generative or contrastive." IEEE Transactions on
Knowledge and Data Engineering (2021).
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CoLES contrastive learning

User 2 event sequence

Embedding vectors
CoLES Minimize
Encoder distance !

Embedding vectors

sub-eeqgetay CoLES
sub-sequence 4 »| Encoder

MaX|m|ze
dnstance

Minimize :

distance

Babaev, Dmitrii, et al. "CoLES: Contrastive learning for event
sequences with self-supervision." SIGMOD. 2022.




Contrastive learning for sequential data

Weak augmentation: jitter-and-scale strategy { Contextual Contrasting ¢,
Strong augmentation: permutation-and-jitter strategy !

]

'

- Maximize - E
Similarity !

'

]

]

]

:
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Non-linear
[ Projection Head
L =X |(Lrc + LT+ A2 +|Lcc S S N ;
Temporal Contrasting .‘:
Predict future representation Compare T T ' 5
from the current context contexts s !
E;‘(‘:‘, £ - I Transformer E
Context: h . ‘ ‘ ;
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_ f
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10

Eldele, Emadeldeen, et al. Time-series representation learning via temporal and contextual contrasting. IJCAI. 2021.
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Generative models: masking

Training steps:

1. Hide some part of the data

2. Try to recover it via representation
learning

A. Predict the future from the past
B. Predict the invisible from the visible

C. Predict occluded, masked or

corrupted part — Input data

— Hidden data to predict

Yoshua Bengio, Yann LeCun Reflections (Self-Supervised Learning). ICLR 2020
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Time-series unsupervised representations

il 1’2 -fw
I I X:€ R™: model estimate |
Pt epe { /. ~
z; € R": representation at t f
P al G G al
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¢B z; z, z,, Transformer Encoder
Transformer Encoder
\ 1 ] y ) §
Input encoding Input encoding )
- N\ -
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X X X.€ R™: masked input ¥,
Time series encoding via Masking for model training
Transformers

Zerveas, George, et al. A transformer-based framework for
multivariate time series representation learning. KDD. 2021.
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Properties of event sequence

embeddings

Goal: to obtain a good encoder for transactional data

Three main properties of local embedding for transactional

data:

1. Global property - describe a
client in general;

2. Local property — describe a client’s
state at a particular moment in time;

3. - the
embeddings should change with time,

Transactional

The other clients

reflecting the changes in the client’s
behavior.

behavior indicates Y

it was a difficult It's a man

period

@ X3 Xy | Xy Xy | X.? Time
1 I 1 I 1 I

Tomorrow he’ll

He has switched jobs buy a foodstuff

Three main properties of embedding and corresponding
business information: global (blue), local (pink) and
dynamic (orange)

Bazarova, Alexandra, et al. "Universal representations for financial transactional data:
embracing local, global, and external contexts." arXiv preprint arXiv:2404.02047 (2024).
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Global and local quality of the models

* Global validation — solve a downstream task via a boosting

model, get ROC AUC;

* Local validation — two approaches:

a.

predict the next event type (MCC) via MLP, get ROC

AUC instead of likelihood:

predict a local downstream target (churn/default state

at the moment) via MLP, estimate ROC AUC.

Bazarova, Alexandra, et al. "Universal representations for financial transactional data:
embracing local, global, and external contexts." arXiv preprint arXiv:2404.02047 (2024).
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CoLES (contrastive) vs AE (generative): reaction to change

We also evaluate the models’ ability to detect user
behavior change. See an artificial change.

Experiment: “A poor man won a lottery”.

I —— CoLES cosine distances
User 1 O000000000O0 0.20 I AE cosine distances
0.15 Change Point starts
User 2 0000000000
—_—

Distance
o
o

ﬂ

a 0.05
Augmented (ONONONC N NCNCNCNONONG
User 1
0.00
User 2 0000000000 0 10 20 30 40 50 60 70
_ _ Timestamps
Augmentation procedure. User 1 transactions were
replaced with User 2 transactions. We compare User 2 to Cosine distance between embeddings obtained from raw users and
the augmented User 1. augmented ones. Snapshot near the Change Point

We expect embedding during the “augmented” area will

be close to each other and far during other timestamps.
16
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Global properties of models

Ranks for a local problem Ranks for a global problem

Age Churn Default HSBC Mean Age Churn Default HSBC Mean
ARS 1 1 1 1 1.00 CoLES ext.t 1 1 1 1 1.00
MLMS 3 1 2 1 1.75 CoLESt 1 3 1 1 1.50
CoLES ext.! 3 2 2 3 2.50 MLMS 2 2 2 2 2.00
AES 2 3 4 2 2.75 Best baseline 1 | 2 2 2.25
CoLESt 3 4 3 3 3.25 ARS 3 2 1 3 2.25
Best baseline 1 4 5 3 4.00 AES 4 2 2 2 2.50
TS2Vect 6 4 5 4 4.75 NHP? 5 2 2 3 3.00
A-NHP? 5 5 6 4 5.00 COTIC? 6 3 1 4 3.50
NHP# 5 5 6 4 5.00 TS2Vect 2 5 2 5 3.50
COTICH 6 6 7 5 6.00 A-NHP? 5 3 3 1 3.75

Models are colour-coded: for generative,

green for contrastive and fuchsia for TPP.,

Bazarova, Alexandra, et al. "Universal representations for financial transactional data:
embracing local, global, and external contexts." arXiv preprint arXiv:2404.02047 (2024).
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Comparison of local and global properties of
models

0.70 - ——

0.65 - '

0.60 1 —@— CoLES
CoLES (with time features)
—@— CoLES (TimeCL)

Local validation (next event type), ROC-AUC

—&- AE (best)
0.55 @ MLM
~@- TS2Vec
COTIC (best)
GPT standard
0.50 T T T T r T r
0.68 0.70 0.72 0.74 0.76 0.78 0.80

Global validation, ROC-AUC

Main conclusions:
* GPT is better in local task.
 CoLES with time features is a clear leader in global validation.

Bazarova, Alexandra, et al. "Universal representations for financial transactional data:
embracing local, global, and external contexts." arXiv preprint arXiv:2404.02047 (2024).
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Combining local and global

properties
| Sl > 1. Generative
I T reconstruction
[ | I embeddings of
; masked events
Reconstruct
masked events Pool closer embeddings \
l i Distance embeddings 2. Co ntras“ve
of different users -
(1] — comparison of
(TIL0 embeddings from
different users
| User 2 sequence

We simultaneously reconstruct embeddings with our CMLM

and contrast in CoLES style
Yugay, Aleksandr, and Alexey Zaytsev. Uniting contrastive and
20 generative learning for event sequences models. AIST. 2024.
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Combining local and global
properties

| User 1 sequence >

T 1

Reconstruct \ T
masked events Pool closer embeddings

Distance embeddings
of different users

[ T ] —
[(TIT 1

| User 2 sequence >

We simultaneously reconstruct embeddings with our CMLM
and contrast in CoLES style

l of the same user

0.762 1

0.760 4

o
~
w
(o)

Local task ROC-AUC

0.752 4

0.750

0.748 4

0.756 1

0.754 4

Our method with

CMLM varying focus on
global and local
properties

Two variants
of COLES “ =
0.131 O.;32 0.53 0.%!4 0;85

Global task ROC-AUC
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Results

Local task ROC-AUC

Local task ROC-AUC

Churn Gender
0.740 4 0.788 4
0.738 0.786 1
1]
0.784 4
0.736 1 v .
=2
ES *
)| . g 07821 .
0.734 1 =
¥
2 0,780 4
L "
0.732 4 ' 3
0.778 1
L
-
0.730 0.776 4
0.728 1 0.774 1
0755 0760 0765 0770 0775 0780 0785 0.790 080 081 08 083 08 08 086
Global task ROC-AUC Global task ROC-AUC
Age DataFusion
0.762 ..
0.798 4
. * .
0.760 1 . .
“ 0.796 4
0.758 4
S ] .
L
8
0.756 1 £ 0,794
£
2
0.754 =
3
g 0.792
0.752
0.750 1 0.7901 .
b
0.748 1 0.788 {
0.81 0.82 083 0.84 0.85 0705 0710 0715 0720 0725 0730 0735 0.740

Global task ROC-AUC

Global task ROC-AUC

Method | Global Task ROC-AUC [ Local Task ROC-4UC |
Churn
CoLES 0.770+0.007 0.730+£0.003
CoLES (masking) 0.772+0.007 0.731+0.003
CMLM 0.762+0.010 0.731+0.004
CMLM+CoLES (A = 0.1) 0.780+0.008 0.734+0.006
CMLM+CoLES (A = 0.05) 0.784+0.008 0.735+0.004
CMLM+CoLES (A = 0.01) 0.782+0.005 0.733+£0.003
CMLM+CoLES (A = 0.005) 0.784+0.009 0.732+0.004
Gender
CoLES 0.856+0.005 0.777+0.004
CoLES (maskimng) 0.848+0.009 0.780+0.003
CMLM 0.806+0.009 0.782+0.004
CMLM+CoLES (A = 0.1) 0.843+0.007 0.785+0.004
CMLM+CoLES (A = 0.05) 0.844+0.004 0.785+0.003
CMLM+CoLES (A = 0.01) 0.850+0.005 0.784+0.002
CMLM+CoLES (A = 0.005) 0.853+0.008 0.783+0.002
Age
CoLES 0.852+0.002 0.749+0.001
CoLES (masking) 0.850+0.001 0.749+0.001
CMLM 0.809+0.002 0.760+0.001
CMLM+CoLES (A = 0.1) 0.842+0.002 0.762+0.001
CMLM+CoLES (A = 0.05) 0.845+0.002 0.761+0.001
CMLM+CoLES (A = 0.01) 0.851+0.002 0.761+0.001
CMLM+CoLES (A = 0.005) 0.853+0.005 0.759+0.000
DataFusion
CoLES 0.726+0.003 0.789+0.000
CoLES (masking) 0.727+0.001 0.789+0.001
CMLM 0.710+0.005 0.797+0.001
CMLM+CoLES (A = 0.1) 0.724+0.005 0.798+0.001
CMLM+CoLES (A = 0.05) 0.732+0.005 0.797+0.001
CMLM+CoLES (A = 0.01) 0.736+0.003 0.795+0.001
CMLM+CoLES (A = 0.005) 0.73440.005 0.795+0.001
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You were looking at a wrong

self-attention?

23

Y
x| I | o
Transformer = =
(2,) (2,7) > (2))
X @ Encoder G g f(z)
X (3:) Z(3:) > GG . £3)
= @ _ . incl. self-attention 3 g % nd
: : : between joint label : = .
views ~
X ¢ I ——> & I
Label Time- and set Updated label Confidence
embeddings structgre-aware \ / representations scores
views

We compute self-attention over event types and
get prediction of next event type, imposing simple
aggregation of temporal encodings.

Our LaNET model is now SOTA for the next basked
prediction

GitHub

Kovtun, Elizaveta, et al. Label attention network for sequential multi-label
classification: you were looking at a wrong self-attention. ECAI. 2024.
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Conclusion

e Typical SSL approaches focus on different aspects of
embedding properties, also demonstrating generative
capabilities

e We propose an SSL hybrid approach CMLM+CoLES that
achieve notable improvements in both local and global
properties of learned representations.

e Generative models for event sequences data are on their
way!

Thanks my lab for help with these slides
and you for your attention!

25
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Experiment design

1. Pretrain models in a self-supervised regime

2. Use the obtained encoder as feature extractor Churn Gender Age DataFusion
3. Train another model in a supervised regime on  Num Transactions 490K 29M  26M 8.7M
extracted features to solve downstream tasks: ~ Num Sequences Ko 74K 30K 64K
Mean Sequence Length  98.1 388.2  881.7 136.5
o Sequence classification Std. Sequence Length 78.1 3094 1248 148.9
Num Unique MCC 344 184 202 323

o Next event type prediction
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EDA: Amount

29

Frequency

Churn
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EDA: Sequence length

30

Churn

700

500 4

500 4

400 4

Frequency

w
=1
(=]

200 4

100 4

200 300 400 500 600 700 800
Number of transactions per user

Age

1000 4

800 4
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400 4

200 4

200 Q00 1000
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Frequency
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500 750 1000 1250 1500 1750 2000
Number of transactions per user
DataFusion

400 600 800 1000 1200 1400
Number of transactions per user
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