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Problem statement

Our goal is to predict price change after influential events

Event Time Series
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Why pharma market and clinical trial announcements?

Price rise

Price drop



1. Sentiment polarity extraction from clinical announcements

1. Compose dictionaries with keywords that reflect the announcement polarity
2. Train BERT on announcement texts and a rule-based markup
3. Complement dictionaries with keyword from mistakenly classified texts

Positive 
Announcements

Negative 
Announcements

Neutral 
Announcements

Keywords: “approve”, 
“meets”, “show”

Keywords: “failed”, 
“halted”, “did not reach” 



1. Sentiment polarity extraction from clinical announcements

Keywords: “approve”, 
“meets”, “show”

+
“demonstrate”, 
“potential”, “accepted”, 
“encouraging” 

Keywords: “failed”, 
“halted”, “did not reach”

+
“terminated”, 
“discontinued”, 
“insufficient”, “paused” 

Positive 
Announcements

Negative 
Announcements

Neutral 
Announcements



1. Sentiment polarity extraction from clinical announcements

Rule-based markup is reasonable since a message of 
announcement is straightforward

Positive 
Announcements

Negative 
Announcements

Neutral 
Announcements



2. Construction of feature space

Market features Company features Announcement features

• NASDAQ biotechnology index
• Mean number of trading 

volume peaks per year
• Stock price trend for the last 

30 days before the event

• Income statement
• Full-Time Employees
• Cash flow

• Announcement sentiment 
polarity

• ICD-10 codes



3. Evaluation of expected return

Expected return



3. Evaluation of expected return

Target measure: 
NCAR_20



3. Evaluation of expected return



3. Evaluation of expected return

Attention
mechanism

Recurrent 
module

Covariates 
processing



3. Evaluation of expected return

• Stock price
• Trading volume
• NBI

TFT 20-day prediction 
of stock price

Estimation of expected return:



3. Evaluation of expected return

Expected return estimation 
allows calculating a target 

value, NCAR_20

Observed prices

Estimated expected return



From regression to classification

Regression setting:
Prediction of NCAR_20

Multi-class
classification setting:
Prediction of NCAR_20 
change range



General pipeline

Input: time series + event

Output: prediction of event 
influence



General pipeline



General pipeline



Adoption of GCN

Edge between two nodes if:
• The earlier event happens with the same company 

or nosology AND
• The time period between events is less than 1 year



Adoption of GCN

• Announcement 
information

• Graph
GCN Class probabilities of price 

change range



Core classifier

GCN-induced 
probabilities 

Input to Gradient Boosting



Core classifier

Core 
part



Results



Data

• 5436 clinical trial announcements
• 681 companies
• years 2018-2022



Sentiment polarity evaluation



Announcement impact analysis



Announcement impact analysis

Mann-Whitney U test: negative and non-announcement 
distributions are different



Impact of company background on stock prices



Impact of company background on stock prices

Generation of 
diverse feature 
space is 
important 



Class distribution



Class distribution

• Each class must be 
representative

• MAPE for expected
return evaluation is 7%

Categorize stock price 
change in 6 classes



Classification results



Classification results



Classification results

GCN-based features improve quality



Classification results

Extremely Negative class is the easiest to predict, while Negative 
class is the hardest one



Feature importance analysis



Take away

• Prove the existence of event impact on time series before solving the 
prediction task

• Look at a relationship between different characteristics and a target variable

• Generate comprehensive feature space



Appendix



Post-announcement period duration



Impact dependence on company age


