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Abstract. Understanding how words change their meanings would al-
low the construction of language and cultural evolution models and real-
world applications such as event detection, summarization, and detection
of misinformation. As the interest for discovering semantic shifts in word
meaning persists, distributed representations of words emerge as a tool
for change detection, extraction, and visualization. In this talk, we review
some of the recent applications of word embedding models in semantic
change detection problems. We show that word embedding models form
a solid foundation for change detection, isolation, and characterization
in word semantics, as well as a promising direction for further research.
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